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1. In this paper we shall develop a test of hypothesis that two
independent samples given in sets of frequencies classified into the
same k frequency classes may be said to belong to the same population,
it. being assumed that the samples are large and the law of the distri-
bution of the population is known except for certain unspecified
parameters.

It is inherent in the above problem that even when the samples

balong to the different populations the nature of their distributions,
j.e., their mathematical forms remain the sams, e.g., if the law of
distribution is known to bs normal we assume that both the samples
originate from normal populations—these populations may differ in
their parameters, i.e., in their means or in their variances or in both,

At first sight it may seem that the problem is identical with one
due to Karl Pearson (Biometrika, 1911), but it will be realised that
in Pearson’s problem the * population is one however of which we
have no a priori experience” while in our case we start with a know-
ledge of the nature of the population. K. Pearson referred to this
problem of 1911 again in (Biometrika, 1932) and contradicted his
previous results of 1911 in an attempt to solve the problem by
minimising x> This explains why the two results differ.

. The problem under different conditions has been studied by’
Thompson (1938), Wald and Wolfowitz (1940), Dixon (1940). In all*

these it has been assumed that the nature of the distribution is not
known or we are not interested in it but when we know the nature
of the distribution these solutions will not meet the requirements of the
problem.

Fundamehtally, thérefore, the probiem is one of estimation of the
unknown parameters (or their functions) of the population from the
given samples.

2. This problem can be solved following the method due to -
Wilks (1938) but this seems to be difficult in practice. We proceed
as follows in the case of s parameters.
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7. SUMMARY

By making use of certain results established by the author it has
been shown that the discussion of a number of distributions considered
by Tukey, Stevens, Mann, Dixon, Kermack and McKendrick, and
Kendall and Babington Smith can be simplified to a considerable
extent. The results obtained by these authors have besen extended
to the more general case where the samples consist of observations
with values 0, 0,. ... 0, either with fixed probabilities pj, ps, ... p,
or are such that there are ny, n,, ... n, observations belonging to these

13
values and are subject to the condition Zn, = n, the total number of -

1
v - observations in the samples. A new distribution on the number of
positive or negative differences between k samples has also been con-
sidered. This distribution would enable us to test the significance of
the differences between & samples. It has been indicated that this
method can be extended for examining a randomised block experiment
with sufficient number of replications. )
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Let our two'independent samples classified into fhe_ same k
different categories be as follows: '

Limits of class frequencies
Samples - Total
l—=1y lo—eq R IV A P A N/ R/ 2]
First .. 711 719 R 717 e 215 Ny
Second .. 7291 ya e 20f e 22} Ny
Tetal .. m 7y N a; . np N

To simplify writing let us put
n;; = number of observations of j-th sample belonging to i-th class
- frequency.
N, = total number of observations in the j-th sample.

p;; = probability of an observation of j-th sample falling in the
i-th class frequency.

¢ (x, 0, 05, ... 0;;) be the assumed law of distribution of the
j-th sample; 6, (=1, ...'s) being its s unknown inde-
pendent parameters necessary ‘to specify the law.

As we are dealing with two observed samples cléssiﬁed into the

same k different categories suffixes j and i will run over j =1, 2 and
i=12,... k :

Thus we have

, .
n, = 2ny i=12,...k
i=1 '
&
N; = iZ_f)m,- (=12
N =2N7-=Z‘n,-,-=2n,- )
i Fii K
and
lipq
" Pip = (%, 0,1, 0 ... 0)dx (j=1,2,;i=1,2,...%
Y . .

= p; (015 -+ 8;,) say.
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3. The number of independent parameters, s, necessary to specify
-he law is subject to the restriction s<k — 1, k being the number of
different categories. This restriction on the value of 5 will be made
clear in Section 5.

(a) First method—Assuming n,, to be large, the probability P of
drawing the two given .samples is denoted by

x..2
2log P = 2L =const, — X X 24 s 1
& ’ i i Nipj; U
where x;, = n; — N, p;..
Hence
dL . LI | bpn \)
be}r _ifo pli (DT") it !
and @
2L, LS| bp-i) ;i t
= _N.5 2 %xn 4)
09,-,,,305, . e Pi; bﬂj,,, bﬂjr )
j=12

mr=12 ..,

: . . 1
neglecting terms proportional to 0 ( ]‘V) }
: )
Also to estimate 6§, we solve the following set of s equations’
simultaneously, namely,

oL A A
57 =0 r=12.. s 3)

Thus if 51, and 52, (r=1,2,...5) are the maximum likelihood
" estimates of s it follows that these are respectively the solutions
the sets of equations

oL, o
DTI,_O r=12...5%
and @
oL L
S = 0 r=1,2,...5

By Taylor’s theorem we have

oL 3Ly | 5 2°L ,
NI =\ — 2@, —0. )4~ ;
b%-,)éj, <391J +m=1( im — i) 39, 30, approximately

G=12r=1,2..9. (5
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Hence from (5) with the help of (4) we get

2L oL
gjm) bojmbejr - 30]',- (6)
(.]:132; I'=],2,..-S).

)-—’R' (éim -
m=1

We have from (6)
B, —0,] = A7 [EL-] G=1,2r=12...59, (D
b0!1‘
where

2L o
A,._[_m] mr=12...5).
In the result (7) we have assumed that A; is non-singular and we also
assume- that
L AL
003 08, 005, 30y,

Thus 4, is symmetrical and non-singular matrix. With the help of (2)

4; = NP, . =12, ()
where
_ 1 (dpy; OP;; —
P, = [zﬂ bfbm) (a‘e*)] (mr=1,2,...5).
Thus (7) can be written as

} 1 LT
[o,, —0,,] = 5,/ [a—e] G=1,2;r=1,2 ... 5) ()

which has been given by Cramer (1946). Hence from the two sets of
equations in (9) we get by subtraction and by using the result (2)

. - 1 dL 1 dL
g — g — (6 _ —_ -1 = | — = — —
[( L 2r) — (O 02’)] N, Py [301,] N, P [bazr]

_ L 33\ X 1 /3D Xy
e [F A GRIN - e 2 R
t ¢ Pu \db,/ Ny 2 + P2 \005, ) N,

r=12,...9) (10)
On the hypothesis H, we have
6,, = 60, = 0, (say) r=1,2..%)
therefore
D1 = Pa = p; (say) (=12,... k)
and thence

P, = P, = P (say).
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Therefore on the hypothesis H, and using the relation
xﬁ = n” - N’-pﬂ

we have from (10)

[51.- — ézr] = p-1 { 11) (bpi) an' — %241\]',
‘ 1 2

r=12...5), (11)

1/ P;
d =[;2 D‘HD{) S%)] (myr=1,2,...59).

n

where

To study the joint distribution of (§, —8y,), (r=1,2,...5) we
obtain the quadratic form in these s normal variates, namely

[0lr - 02r] V 1 [le - 02r] . (l' = ], 21 e S), (12)
where V is the variance matrix of the variates involved. It is clear that
V=V:+171, (13)

where V; is the variance matrix of g, (i=1,2; r = 1,2, ...5) we
also note that :

Vi= [E(4)]™

1 -1
N,

1 .
= W, P-1 (on .he hypothesis H,), - (14)

where [E (4] means the matrix ebmined by replacing the elemenfs
of A; by their expected values and in the case of a single sample will
be the elements of A; themselves

From (13) and (14) we get

[
V= Z—P —1
2N, (15)

= (N ) P-1, on the hypothesis H,.
1 2
Thus

(N1 No) P, on the hypothesis H,. (16)

Hence the quadratic form (12) with the help of (11) and (16) can be .
written on the hypothesis H; as .
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v+ ) GG - 5] 7 [75G0)5 - 7))
r=12...9
(17)

and this behaves as x? with s d.f,, i.e, yx%,—our test criterion:
The values of p;’s and their differential coefficients involved in (17)
can be obtained by estimating s from the following equations
obtained on the hypothesis Hj, namely,

L) (motm) =0 C=L2.9

w; S
?Pt (b’é )( ny; + nﬁ> =0 ‘for all r. (18)

i.e.,

These s equations in (18) must be solved simultaneously to get the
values of 6,’s and these must be substituted in the appropriate
expressions of p;’s and their differential coefficients.

Thus the method is applicable in all cases where we can get the
maximum likelihood estimates.

(b) The method of likelihood ratio also gives the same test
criterion. It can be shown as follows:
As before

X
2L = const. — 2% N i
i NJin ()

To' get the optimum estimates of &;, we solve independently the two
sets of s equations each, namely,

AL ‘
SB_lr_o, (r=12,...9)
and
dL
00,, =0 r=12.:.9
i.e., .
1 sop; ) .
iy gL =0 =1,2; r=
z o 39 X ( ,2; r=1,2, s)\
also from definition 4 (ii)
Zxy=0 (=12 J
11



78 . JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

Putting
X.:
Z; = 2 =1,2;i=1,2,...k 1l
= =121 ) G
it is clear that z; (j=1,2,; i=1,2, ... k) are independent normal

variates with zero means and variances N; (j = I, 2) for all i’s.

With the help of (iii), (ii) can be written as follows:

1 rdpy _ .
2 738) =0 W |
" and \ (iv)
‘? \/E zy =0 f
and (i) becomes
2L = const — XX %t (v
N, (v)

Further, let

1 p
Xy =2 "
" '\/Pj» bg}r

}(j=1,2;r=1,2,...s) (vi)
L= {" Vi Zis

It is clear that X;’s (r = 1,2, ... 5) are orthogonal to ¢,(j =1, 2).
The quadratic form for X, and ¢, (j=1,2; r =1,2, ... s) is

("

*n
[ty X1 .00 x5] Vi1 (j=12), (vii)

Xis

where V7! is the reciprocal matrlx of the variance matrix ¥, of the_

variates invoived. But

I 73p;\?
\ =N,z )
ar () ¢ Dis\0;,
Var () = N,

— aph bpil
) COV (me x]r) N z ph( )(ag]r

G=12; m,r=1,2,'..-‘s; ms=r)
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Thus
—1 0 . ' -

Lo 05 \ (s
0 25 (3 ”)- - ( i) (57)
Lp Do]l pn

: L rop;\ [op L 73pi\2
0 X = ( .H.) ( h) L. - ( n)
I 20 Py \00,,

Hence (vii) can be written as

t2 1 : oan
Tj. + o e x 1P (j=12), (viii)
J J .
xis
where P, 1s the same as in § 3 (a) (8).

- In view of the linear constraints on z,’s given by (iv) we can
write (v) with the help of (viii) as

2 k -2 2
. o E Py A al
2Mn-mmtjiflm-%5N+fA,MJ& [x;]

(r=1, 2, ... S) (1x)

As before on the hypothesis H; we have 0,, = 6, = 6, (say) for all
r(r=1,2,...s)and also p;; = py, = p; (say) forall i (i = 1,2, ... k)
and hence P; = P, = P (say), where P is the same as in §3 (@) (11).

Also ‘instead of 2s equations

- oL
- 2, =0
and
oL
, w0 (=hhd)
we get only s equations
ab—gl:zo (I‘=1,2,...S) - (Xl

in addition’to two equations.
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Equation (x) can be written as
X, + X5, =0 o r=1,2,...9).

Now the quadratic form for ¢, 1, and (X1, + X,) (r=12,...5)can
be written as follows: ‘ '

2 f2 .
? AT + [xlr + 'x2r)] V_l [xlr + x2r] (r = 1, 21 L :S‘) (Xl)
where
V-1 = reciprocal of the variance matlrx V of the variates x;, +Xp,
for all r. '
Also . .
V = NP, + N,P, P’s being the same as in § 5 (a) (8)

= (N; + N,) P on the hypOthCSIS H,.

1n view of (xi) we write (v) as follows

2 Koz 2 2 1
2= N B )it RN > B 1) '
2Ly, = const 2w +]_=1 N + AR A X1, +x_z;r] _
P-1 [xlr + x2,] r=1,2,...s5)  (xii)
From (ix) and (xii) we have by subtraction i

-2 (LHO LHI) - N [x.rr] p-t [xjr] m [xlr —+ x2r]'

P_l [x1r+x2r] (i": 1, 2, PN S).

ie, . _ : .
; -1 X1r _ Xor — X1r _ Xor
=2 — L)+ (%, + Na) Fails [N1 A
r=1,2...5 (xii)
Therefore :
_— . 1 Iy? N
— 2 log (likelihood ratio) = ( . -+ N—) o, (xiv)._
A 2 k
where _ B
0 — [ 1 ap,) ny _ hy ] [ ap,) (nh __”2&)]
i Pa 29, N, N i Py i .

r=12,...9

and this behaves as x? with s degrees of freedom and this result which
is our test criterion agrees with the result of §3 (a) (17) as was
expected.
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4. Karl Pearson’s result of 1911 referred to in the Introduction
follows as a particular case of our general result. Pearson’s result
follows if we put

0—& (=12 ...6. -

1 bp@ (’71L @) l (”_u _ Ny
i P; 30 2 Pi\N; N,

and in this case

Thus

L 0 0 0
P {
0 - 0 0
D2 - -
0 0 1 0
. Ps
P = '
o 0 0. . L)
" a diagonal matrix. Therefore ‘
(pp 0 0 . . . 0
0 p, '0

Lo 0 o0 . . .p J

Our test criterion thus reduces to .
NN, 5 {1 fyy _@)}3 -
Ny + N2 pi\ N, N,
NN, 21 Hyy ’72@)

ie., - e e e U

Ny 4N, p\N, N, (l)
and since .Z’p1 =1 we have only (k — 1) independent p,s and thus*

6)) behaves as x? with (k —1) d.f. The optlmum values of pls:
follow from the equations B A i , O
L AT N
o = 0 | . (f =':l,_:'2,. {:—_1), L (2)

¢



82 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

where
k-1
Pu=1-2 p,
=1
ie., :
Xug & Xeo | X b Xy 0 (=12 ...k—1)
y Pr ’
ie., . _
Pi (g + 1) == p; (nyy, + Mg) 5 (=12...k=1). 3
Adding ‘(3) for all i’s we get
_ My + Ny
TN,
Therefore from (3)
My ny :
by = N1 +N2' (4)

thus the suitable values for p,’s are given by (4) for all i’s including
i=k. ‘

These are the values suggested by K. Pearson and this result was
confirmed by E. C. Rhods (1924) and J. Neyman and E. S. Pearson
(1928) by other methods. ,

5. Tt may be noted that in the general case we can write

. - e xl'i tl = —1 }
2LH0 }" COIISL_ - { le' Nlpi Nl N1 [xlr] P [xlr]

X 2 1 o
NP
“+ X : )

where » _
1
Xin® = [xlf] P[] + [x2r] p-1 [x2,] TN TN

[xlr + xzr] P—l [xlr + x2r] (l‘ = 15 29 e S)

Thus it may be observed that the first expression within curled brackets
on the right-hand side of (1) gives a measure of goodness of fit of the
assumed law of distribution to the first sample and behaves as "x?
with (k —s —1) d.f. Similarly the second expression on the right-
hand side of (1) within curled bracket measures the goodness of fit
of the assumed law to the second sample while y;® is our test
criterion which tests whether or not the two samples belong to the same
population. Thus none of these y? should be significant at assigned
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probability levels. If we want to have a criterion for the goodness of
fit then k —s — 1 >0, ie., s<k — 1 and this explains the restriction
we put on the values of s in the beginning of § 3.

6.  .In the case of single parameter the test criterion (for large
samples of course) behaves as 2 with 1 d.f. and the criterion is given

by the expression .
25 G-
{ « pi \N1 N,

(7 +w)7 (%) @

where

The above result when applied to the case of Binomial Law gives

us the result
k-1 n n 2
2 (3 7)
{r=o’ Nl N2
v rl I\’
k—1 —
(C )pq(N1+N2)

where }3 is maximum likelihood estimate when Hj is true and g = 1 — 0,

(B)

and p is given by
k=1
> r (nlr + n27)

r=0

pv =
(N + N (k= 1)

when k =2, we get the ordinary contingency table in the case of

Binomial Law and the expression (B) reduced to the familiar result

(M1ahtey — Miafee)® (May 4 Mg + By - 7gy)
(1 + 110) (21 + n20) (yy + 1y1) (P1g + Ng9)

SUMMARY

A method to test the hypothesis that two independent samples
classified into same k& frequency classes belong to the same population
involving s parameters has been developed in this paper. The criterion
reduces to a y? test with s d.f. The results given by Karl Pearson
(1911) are shown to be special cases of this result.

I am indebted to Dr. D. N. Lawley of Edinburgh University for
suggesting the problem and for his valuable criticism and advice in
the preparation of this paper.
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